Abstract

Stocks, apart from having volatile and chaotic characteristics, also have various kinds of noise, non-linear and non-stationary movements, making them difficult to predict accurately. Therefore, the risk of investing in stocks depends on the skills of investors or traders in making judgments and decisions. This study aims to use Long Short-Term Memory (LSTM) as a decision-making technique with historical stock prices as the sole predictor, then implement it in conditions before and during the COVID-19 pandemic. The study results concluded that Long Short-Term Memory (LSTM) could be used as a decision-making technique in conditions before and during the COVID-19 pandemic with historical price inputs as the sole predictor. Based on the research that has been done, the following conclusions can be drawn: The LSTM model can predict stock prices well using historical stock prices as the sole predictor. The LSTM model can be used as a trading decision-making technique for day traders. The risk of stock prediction using the LSTM method in 2019 before the COVID pandemic was proven to be lower than in 2020 during the COVID pandemic. For further research, researchers can conduct more in-depth research on the risk criteria for making trading decisions as an essential reference that can be used to select the LSTM model.
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Indonesia first confirmed COVID-19 entry on March 2, 2020, and officially declared it as a national disaster on April 13, 2020 [7], [8]. The pandemic in Indonesia contributed to the fall in the IHSG, which touched the lowest level of Rp. 3,937.63 on March 24, 2020, and precisely a year after COVID-19 was confirmed to enter Indonesia, the IHSG managed to strengthen to the level of Rp. 6,359.21. The online news portal kontan.co.id launched, the shares of the gold mining issuer PT. Aneka Tambang with code ANTM strengthened to 374.78% during the period March 2, 2020, until March 2, 2021. The increase in ANTM has benefited from the rise in the gold price, which is increasingly attractive during the COVID-19 pandemic as a choice of hedging asset or safe haven [9].

Figure 1 ANTM Volatility Period 1 March 2019 to 1 March 2020

Figure 2 ANTM Volatility Period 2 March 2020 to 2 March 2021

Figure 1 and 2 shows the percentage level of volatility a year before COVID-19 pandemic and a year during the COVID-19 pandemic in ANTM shares. For example, a year before the COVID-19 pandemic, ANTM's stock had a volatility level of 39.3% and almost doubled or 38% during the COVID-19 pandemic to 77.3%. This phenomenon illustrates the increase in the value of ANTM's shares at the level of volatility during the COVID-19 pandemic compared to the volatility before the COVID-19 pandemic.

Volatility is a call today trading. To make a profit, day traders rely on the volatility of stocks and take advantage of fluctuations in stock prices in the market. Day traders are very fond of liquid stocks, making it possible to maneuver in and out without affecting the stock price [10]. However, the higher the volatility, the higher the risk in predicting stock prices [11]. This event makes making the right decision even more difficult.
Based on the press release of the Indonesia Stock Exchange (IDX) No. PR-014/KPEI-SPE/1220, throughout 2020, there was an increase in the number of investors in the Indonesian Capital Market, which reached 3.87 million Single Investor Identification (SID), or up 56 percent from 2019. The number of daily investors increased by 94 thousand or 73 percent [12]. The COVID-19 pandemic has become a stimulus for increasing the number of new investors in the stock market.

The phenomenon of the increase in the number of stock investors during the COVID-19 pandemic requires vigilance, especially for investors or day traders who have just entered the world of the stock market, mainly due to the rise of the stock pump phenomenon [13]. Investing requires deep analysis and not acting impulsively.

Pompon is an attempt to form opinions or lead opinions on fried stocks regulated by the dealer [14]. [15] explains, fried dealers regulate price movements by manipulating price and volume. Its characteristics are, this party relies heavily on inside information, spreads rumors, and carries out its buying and selling activities to lure transactions; a suddenly deserted market is a sign of a completed project. Unlike fried dealers, amateur dealers are novice players who try to imitate the dealer’s activities for personal gain. Its activities are trial and error, usually carried out on issuers with small capitalization. So, the pompom phenomenon is related to the bookie and emphasizes the importance of prudence in processing information in making stock transaction decisions.

[16] research on behavioral biases in investment decision-making shows that various biases extensively influence individual investors’ behavior. Overconfidence and herding bias have a significant positive impact on investment decisions. [16] conclude that individual investors have limited knowledge and are more prone to making psychological errors, indicating the overconfidence, anchoring, disposition effect, and herding behavioral biases on personal investment decisions.

Stocks are challenging to predict because of the noisy, non-stationary, uncertain, and time-varying nature of stock data [17], [18]. However, some researchers argue that stock price unpredictableness is not entirely random and can be predicted. This assumption is based on chaos theory which tries to understand and explain the nature of stocks where the random behavior of stock data can be predicted from its unpredictable nature so that chaos theory can be used as an appropriate part of knowledge to find order in disorder [19]–[21].

Machine Learning (ML) is a subset of Artificial Intelligence (AI) which has increased in popularity in the investment industry in recent years as a technical analysis tool in stock forecasting. If technical analysis functions as a trading strategy for entry and exit, ML can affirm stock options. One of those machine learning is Long Short-Term Memory (LSTM). LSTM is a variation of Recurrent Neural Networks (RNN), which is dynamic and allows Machine Learning (ML) modeling on data that has chaotic characteristics so that it can help make decisions based on past price behavior patterns [3], [22]–[24]. Initially, using AI was only done by large companies, but now AI in trading has become mainstream for companies or individuals [21].

Murphy [25] argues that all factors that influence prices will be truly reflected in prices, where price and transaction volume are the basis for technical analysis. However, Murphy’s opinion contradicts the opinion of Fama based on the theory of random walks, which implies technical analysis actions based on stock price procedures as useless activities and stock prices categorized as noise. The random walk theory implies that changes in stock prices (the difference in the cost of securities from one period to another) maintain the same probability distribution and are independent of each other; therefore, stock price movements in the past cannot be used to predict future movements [26].

Long Short-Term Memory (LSTM) as part of Machine Learning (ML) is a subset of Artificial Intelligence (AI). In recent years, AI has increased in popularity in the investment industry as a technical, analytical tool in stock forecasting. If technical analysis functions as a trading strategy for entry and exit, Machine Learning (ML) LSTM model can act as affirmative support for stock options. However, [27] research concludes that short-term predictability and forecast are impossible; the more time elapses between the appearance of choice and its consequences, the more certain it is for individuals to assume that their decisions must be made under ambiguous conditions circumstances.

Based on the explanation above, this research aims to:

1. To determine whether historical stock prices can be used as a single predictor in predicting stock prices using the LSTM method
2. To find out whether the LSTM method can be used as a decision-making technique for buying and selling shares of daily traders.

3. To determine whether the risk of stock prediction using the LSTM method in 2019 before the COVID pandemic was lower than in 2020 during the COVID pandemic.

2. Research Method

2.1 Types of Research

The research method used in this study is quantitative method by combining a sequential model (hybrid model). Empirically, this research is divided into several model as follows:

- ANTM's stock price prediction uses historical stock price data by selecting the "Adj Close" feature based on the range t-10 to t as a predictor using the RNN-LSTM model. Predictions are made from March 1, 2019 to March 1, 2020 before COVID 19 and March 2, 2020 to March 2, 2021 during the COVID 19 pandemic. The prediction method is by predicting the price the next day, t+1.

- Perform classification modelling from the predicted output of the RNN-LSTM model as a recommendation for traders' strategy decision-making in trading signals 1 and 0. 1 as a signal tomorrow the stock price will go up, while 0 as a signal that tomorrow price will go down.

2.2 Understanding Business and Data

The author uses the literature study method to understand the business and the data needed in this study. A literature study is used to examine the required literature.
2.3 Method of collecting data

The historical sample of ANTM's stock price data was obtained from yahoo finance with the crawling method in the data range from 2006 to March 2, 2021. The data obtained contains the date, high, low, open, close, adjusted close, and volume features. The feature input in this study is adjusted close, with the consideration that the adjusted close feature is the closing price of the stock that has been adjusted to reflect the stock value [28].

The data is divided into training data and test/validation data to be used as a stock predicting model. Data from 2006 to February 2, 2019, predicts stocks from March 1, 2019 to March 1, 2020 before the COVID-19 pandemic. The data from 2006 to March 1, 2020 predicts stocks from March 2, 2020 to March 2, 2021 during the COVID pandemic.

<table>
<thead>
<tr>
<th>Date</th>
<th>Open</th>
<th>High</th>
<th>Low</th>
<th>Close</th>
<th>Adj Close</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2/2006</td>
<td>604.78</td>
<td>608.98</td>
<td>600.58</td>
<td>604.78</td>
<td>423.20</td>
<td>6,229,338.00</td>
</tr>
<tr>
<td>1/3/2006</td>
<td>608.98</td>
<td>608.98</td>
<td>587.98</td>
<td>592.18</td>
<td>414.38</td>
<td>33,712,238.00</td>
</tr>
<tr>
<td>1/4/2006</td>
<td>608.98</td>
<td>621.58</td>
<td>604.78</td>
<td>621.58</td>
<td>434.95</td>
<td>57,733,733.00</td>
</tr>
<tr>
<td>1/5/2006</td>
<td>625.78</td>
<td>655.18</td>
<td>625.78</td>
<td>650.98</td>
<td>455.53</td>
<td>78,502,163.00</td>
</tr>
</tbody>
</table>

Table 1: Sample Historical Data

2.4 Data Preparation

Normalization is done to make the values in the data consistent and increase the level of accuracy. Normalization of data using MinMax Scaler contained in the sklearn library. The data is normalized to a range between 0 to 1 using the formula:

$$X_{\text{new}} = \frac{X_{\text{old}} - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}$$

2.5 Creating Training Data

Create training data by looping using the "Adj Close" column on 2006 to 2018 data and 2006 to 2019 data into numeric form into X_train and y_train. X_train contains a time step of 10 days of price data "Adj Close", while y_train is a prediction target one day after ten steps on X_train.

$$X_{\text{train}} = t-10, \text{ sd } t$$

$$y_{\text{train}} = t+1$$

2.6 RNN-LSTM Modeling

The RNN-LSTM model in this study is as follows:

```python
model = keras.Sequential()
model.add(LSTM(units=1000, return_sequences=True, input_shape = (X_train.shape[1],1)))
model.add(Dropout(0.2))
model.add(LSTM(units=1000, return_sequences=False))
model.add(Dropout(0.2))
# Output layers
model.add(Dense(units=10, activation=tanh))
model.add(Dropout(0.2))
model.add(Dense(units=1, activation=tanh))
# Compiling the RNN-LSTM
model.compile(optimizer='adam', loss='mean_squared_error', metrics=['mean_absolute_percentage_error'])
# Fitting the model to the Training set
history = model.fit(X_train, y_train, epochs=10, batch_size=10, validation_split=.30)
```
2.7 Dense Layer
A dense layer or fully connected layer is a layer where all nodes in the previous layer are connected to all nodes in the next layer. Multiple layers of solid layers form different levels of representation in the data [29].

2.8 Dropout Layer
Dropout layers help prevent model overfitting by randomly dropping nodes in the layer. The probability of dropping a node is controlled by a factor that ranges from 0 to 1. A dropout factor closer to one drops more nodes from the layer. This is a form of regularization that reduces the complexity of the model [29].

2.9 Activation Function
The purpose of the activation function is to introduce non-linearity into the output of the neuron. A neural network without an activation function is just a linear regression model. The activation function performs a non-linear transformation into input to learn and perform more complex tasks [30].

The tanh activation function is s-shaped with a range of -1 to 1 [31]. Systematically as follows:

\[ f(z) = \tanh(z) \]

Figure 4 Tanh Activation Function

2.10 Evaluation Model
The evaluation model aims to measure the performance of the model. Model performance is a measure of how a machine learning model is evaluated externally. The model must optimize a utility function on the inner side, namely, what functions should be maximized or minimized by the agent, especially at the training stage [32]. The evaluation model in this study is divided into two, regression and classification.

2.10.1 Regression Evaluation
The regression evaluation test used the evaluation of Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and R2 Score. The lower the RMSE, MAE, and MAPE values, the better the prediction model because the closer it is to the actual value, the smaller the error value. In contrast, the evaluation of the R2 Score value will be better if it is close to 1 or 100%. The value of the R2 Score that reaches a value of 1 or 100% shows that the model can fully explain stock movements. Regression models with a low R2 Score can be invalid, but the standard of measurement is whether or not a model is valid or not depending on the standard limits used in the model [33].

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} e_i^2} \quad MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{e_i}{y_i} \right|
\]

In investing, [33] explained that the R2 Score is generally defined as the percentage movement of funds or securities that trends in a reference index can explain. R2 Score 100% means that moves in the index fully explain all security movements (or another dependent variable). If the R2 Score of a model is 0.50 or 50%, then approximately half of the observed variation can be explained by the model inputs. Systematically:
\[ R^2 \text{ Score} = 1 - \frac{\text{Unexplained Variation}}{\text{Total Variation}} \]

R2 Score informs the estimate of the relationship between the movement of the dependent variable based on the direction of the independent variable. R2 Score does not tell whether the selected model is good or bad, nor will it tell whether the data and predictions are biased. A high or low R2 score is not necessarily good or bad because it does not indicate the model's reliability or the choice of a suitable regression model. It could be that we get a low R2 Score for a good model, or a high R2 Score for a model that doesn't fit, and vice versa [33].

2.10.2 Classification Evaluation

This study converts the output of the RNN-LSTM prediction model from the regression form into a classification model of 1 and 0. The purpose of the conversion is to see the possibility of prediction results as a support instrument in making trading decisions. For example, signal one as information on stock price prediction t+1 uptrend and signal 0 as information predicting stock price t+1 will go down. Thus, the prediction output can be evaluated based on the evaluation methods of accuracy, precision, recall, F1 Score, and AUC-ROC. Systematically:

\[ t \leq t + 1 = 1 \text{ and } t > t + 1 = 0 \]

Accuracy informs the model's prediction accuracy value in the form of a ratio of the number of true positive (TP) and true negative (TN) predictions divided by the total number of true positive (TP), true negative (TN), false positive (FP) and false-negative (FN).

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

Precision gives the ratio of information to true positive accuracy (TP) divided by the number of TP and FP.

\[ \text{Precision} = \frac{TP}{TP + FP} \]

Recall provides information on the ratio of true positives (TP) divided by the number of true positives and true negatives. So, it can be said that recall compares the true positive ratio with all positive predictions to describe sensitivity.

\[ \text{Recall} = \frac{TP}{TP + FP} \]

The F1 score for a class F1k is defined as the harmonic mean between precision and recall [32]. Systematically:

\[ F1 \text{ Score} = 2 \left( \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \right) \]

The Receiver Operator Characteristic (ROC) curve is an evaluation metric for binary classification problems. ROC is a probability curve that plots the True Positive Rate (TPR) against the False Positive Rate (FPR) at various threshold values and essentially separates the 'signal' from the 'noise.' Area Under the Curve (AUC) measures the classifier's ability to discriminate between classes and is used as a summary of the ROC curve. The higher the AUC, the better the model's performance in distinguishing positive and negative classes [34].

3 Literature Review

3.1 Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) is a modified RNN architecture to solve the missing and bursting gradient problem and a training solution with long sequential data and retains memory [35]–[38]. LSTMs are widely used today because of their superior performance in accurately modelling data dependencies in the short and long term. Various previous studies have proven that the performance of RNN-LSTM almost always produces better prediction outputs than other approaches in predicting stock prices [39]–[46].

[36] explained that LSTM worked better than RNN using a cell architecture consisting of 5 different non-linear components, interacting with each other in a certain way. LSTM modifies the internal state of the cell only through linear interactions. LSTM architecture allows information to propagate backward smoothly over time, with a consequent increase in the memory capacity of the cell. LSTM protects and controls information in cells through three gates,
which are implemented by sigmoid and pointwise multiplication. To maintain the behaviour of each gate, a set of parameters is trained with gradient descent to complete the target task.

![LSTM Architecture Illustration](image)

Figure 6 is an illustration of a commonly used LSTM architecture developed by Graves and Schmidhuber in 2005. The differential equation that defines a forward pass for updating cell state and calculating output is as follows:

- **Forgotten Gate**: \( \sigma_f[t] = \sigma(w_f x[t] + R_f y[t-1] + b_f) \)
- **Candidate status**: \( \tilde{h}[t] = g1(w_h x[t] + R_h y[t-1] + b_h) \)
- **Update gateway**: \( \sigma_u[t] = \sigma(w_u x[t] + R_u y[t-1] + b_u) \)
- **Cell state**: \( h[t] = \sigma_u[t] \odot \tilde{h}[t] + \sigma_f[t] \odot h[t-1] \)
- **Output gate**: \( \sigma_o[t] = \sigma(w_o x[t] + R_o y[t-1] + b_o) \)
- **Output**: \( y[t] = \sigma_o[t] \odot \tilde{h}[t] + g2(h[t]) \)

- \( x[t] \) is the input vector at time \( t \).
- \( W_f, W_h, W_u, \) and \( W_o \) are weight matrices square length applied to the cell input LSTM.
- \( R_f, R_h, R_u, \) and \( R_o \) are square matrices that define the weights of repeated connections, while \( b_f, b_h, b_u, \) and \( b_o \) are bias vectors.
- The function \( \sigma(\cdot) \) is sigmoid, \( 1 \), while \( g1(\cdot) \) and \( g2(\cdot) \) are pointwise non-linear activation functions usually implemented as hyperbolic tangents that suppress the value at \([-1, 1]\). Lastly is the entry wise multiplication between two vectors \( \odot \) (Hadamard multiplication).

### 3.2 Daily Trader

Stock traders are investors who trade professionally either on their behalf or on behalf of a company. Stock traders who make day trading are called day traders. A day trader conducts buying and selling of stocks for a short period over a particular time, usually within a day. Day trading aims to make small profits from each trade and accumulate those profits over time [10].

Day trading is an activity of buying and selling transactions on the same day to maximize capital gains. Day traders usually use a short-term trading strategy by paying attention to small price movements in liquid and volatile stocks to take advantage of daily stock fluctuations [2], [47]. In addition, day traders avoid holding stocks until tomorrow, assuming tomorrow’s uncertainty provides additional risk [47].

### 3.3 Price Action Theory

In general, traders are risk-averse and risk-seeking, a double standard image that expresses aspirations, thoughts, and emotions. Traders avoid risk by processing the information as a reference for decision-making and looking for the chance to get profit opportunities. LSTM
is a variation of Recurrent Neural Networks (RNN), which is dynamic and allows Machine Learning (ML) modeling on stock data to help make decisions based on past price behavior patterns [3], [22]–[24].

Price action theory was coined by Charles Dow, the father of technical analysis, known as the Dow Theory. Price action theory explains market behavior and focuses on market trends. Prices are the cumulative result of all market information, and market prices discount all of them. Therefore, technical analysis uses price charts and chart patterns in market study analysis. Pure use of price action trading does not use other trading indicators. However, price action analysis and trading indicators are not mutually exclusive.

4 Results and Discussion
4.1 Decision-Making Techniques

The decision-making technique in the model is the result of the conversion of the LSTM model output in the form of regression into a classification model with additional information on tomorrow's uptrend or downtrend predictions along with tomorrow's forecasts in the form of nominal values and percentages. The features in the decision-making technique model are "Date", "Today's Stock Price", “Tomorrow's Prediction”, “Tomorrow's Prediction (%)”, and “Uptrend Prediction”. The method used is to reduce the price of “Adj Close” today, with the predicted result $t+1$. The table is an example Decision-Making Techniques using LSTM.

<table>
<thead>
<tr>
<th>Date</th>
<th>ANTM 1 March, 2019 to 1 March, 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Today's Stock Price</td>
</tr>
<tr>
<td>2/17/2020</td>
<td>671.97</td>
</tr>
<tr>
<td>2/18/2020</td>
<td>681.85</td>
</tr>
<tr>
<td>2/19/2020</td>
<td>696.68</td>
</tr>
<tr>
<td>2/20/2020</td>
<td>701.62</td>
</tr>
<tr>
<td>2/21/2020</td>
<td>691.74</td>
</tr>
<tr>
<td>2/22/2020</td>
<td>676.91</td>
</tr>
<tr>
<td>2/24/2020</td>
<td>652.21</td>
</tr>
<tr>
<td>2/25/2020</td>
<td>622.56</td>
</tr>
<tr>
<td>2/26/2020</td>
<td>592.92</td>
</tr>
<tr>
<td>2/28/2020</td>
<td>568.21</td>
</tr>
</tbody>
</table>

Table 2 Decision Making Techniques

4.2 Regression Evaluation

After modeling and model application, the prediction results of the LSTM model provide varied outputs for each iteration of the model. Table 3 shows the 15 iterations of the LSTM model output period March 1, 2019 to March 1, 2020 before the COVID-19 pandemic and output for the ANTM stock period March 3, 2020 to March 2, 2021 during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>NO</th>
<th>R² Score</th>
<th>MAPE</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.96</td>
<td>1.93</td>
<td>16.77</td>
<td>22.88</td>
</tr>
<tr>
<td>2</td>
<td>0.91</td>
<td>3.84</td>
<td>31.75</td>
<td>36</td>
</tr>
<tr>
<td>3</td>
<td>0.95</td>
<td>2.26</td>
<td>19.51</td>
<td>25.61</td>
</tr>
<tr>
<td>4</td>
<td>0.94</td>
<td>2.67</td>
<td>23.24</td>
<td>30.09</td>
</tr>
<tr>
<td>5</td>
<td>0.96</td>
<td>2.04</td>
<td>17.52</td>
<td>23.73</td>
</tr>
<tr>
<td>6</td>
<td>0.84</td>
<td>5.29</td>
<td>42.75</td>
<td>47.65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>2.8</th>
<th>23.56</th>
<th>30.58</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.65</td>
<td>8.03</td>
<td>66.31</td>
<td>69.92</td>
</tr>
<tr>
<td>9</td>
<td>0.96</td>
<td>2.05</td>
<td>17.86</td>
<td>24.47</td>
</tr>
<tr>
<td>10</td>
<td>0.94</td>
<td>2.44</td>
<td>20.82</td>
<td>28.1</td>
</tr>
<tr>
<td>11</td>
<td>0.94</td>
<td>2.49</td>
<td>21.3</td>
<td>28.56</td>
</tr>
<tr>
<td>12</td>
<td>0.89</td>
<td>4.11</td>
<td>32.88</td>
<td>39.07</td>
</tr>
<tr>
<td>13</td>
<td>0.95</td>
<td>2.27</td>
<td>20.15</td>
<td>27.55</td>
</tr>
<tr>
<td>14</td>
<td>0.94</td>
<td>2.43</td>
<td>21.24</td>
<td>27.9</td>
</tr>
<tr>
<td>15</td>
<td>0.96</td>
<td>2.17</td>
<td>18.41</td>
<td>24.09</td>
</tr>
</tbody>
</table>
Table 3 ANTM Regression Evaluation

<table>
<thead>
<tr>
<th>NO</th>
<th>R2 Score</th>
<th>MAPE</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.97</td>
<td>6.39</td>
<td>81.32</td>
<td>138.64</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
<td>6.13</td>
<td>82.48</td>
<td>135.21</td>
</tr>
<tr>
<td>3</td>
<td>0.98</td>
<td>10.61</td>
<td>89.66</td>
<td>117</td>
</tr>
<tr>
<td>4</td>
<td>0.97</td>
<td>7.13</td>
<td>89.41</td>
<td>148.5</td>
</tr>
<tr>
<td>5</td>
<td>0.95</td>
<td>18.01</td>
<td>144.61</td>
<td>173.25</td>
</tr>
<tr>
<td>6</td>
<td>0.98</td>
<td>11.82</td>
<td>99.88</td>
<td>123.18</td>
</tr>
<tr>
<td>7</td>
<td>0.95</td>
<td>13.18</td>
<td>129.61</td>
<td>181.63</td>
</tr>
</tbody>
</table>

Figure 7 shows the best prediction iteration graphic model before COVID-19, and figure 8 shows the best prediction iteration graphic model during the pandemic. The iteration prediction output showed the highest R2 Score of 98% during the COVID-19 pandemic and 96% before the COVID-19 pandemic. The two R2 Score values indicate that the model has successfully explained the movement of ANTM's shares. The best risk before the COVID pandemic showed MAPE 1.93%, MAE Rp. 16.77, and RMSE Rp. 22.88 lower than the best predictions during the COVID-19 pandemic risk of MAPE 5.06%, MAE Rp 58.40, and RMSE Rp. 104.91. Based on the regression evaluation, predictions using LSTM on ANTM shares before the COVID-19 pandemic had a lower risk than during the COVID 19 pandemic. Using price as the sole predictor, the LSTM model succeeded in predicting ANTM's stock prices in both conditions before and during the COVID-19 pandemic.

Figure 6 Iteration 1 ANTM March 1, 2019 to March 1, 2020 (Before Covid-19)
Decision-Making Techniques using LSTM on Antam Mining Shares before and during the COVID-19 Pandemic in Indonesia (Ahmad Kamal Badri)

4.3 Classification Evaluation
Table 4 results from evaluating the LSTM model from 15 iterations of the model before and during the COVID-19 pandemic. The evaluation results show that the output varies from one iteration to another. For example, the best evaluation for the model before the COVID-19 pandemic has an AUC value of 55%, F1 Score 74%, Recall 100%, Precision 66%, and Accuracy 58%. While for the best evaluation, the model during the COVID-19 pandemic has an AUC value of 55%, F1 Score 67%, Recall 100%, Precision 78%, and Accuracy 55%.

The evaluation of the F1 Score and Accuracy classification on the LSTM model before the COVID-19 pandemic was superior to during the COVID-19 pandemic. Recall, and AUC evaluation of the model before and during the COVID-19 pandemic showed comparable values, while in the Precision evaluation, the model during the COVID-19 was superior the model before COVID-19.

<table>
<thead>
<tr>
<th>Evaluation ANTM March 1, 2019 to March 1 2020</th>
<th>Evaluation ANTM 2 March 2020 to 2 March 2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>AUC</td>
</tr>
<tr>
<td>1</td>
<td>0.51</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>0.50</td>
</tr>
<tr>
<td>4</td>
<td>0.51</td>
</tr>
<tr>
<td>5</td>
<td>0.52</td>
</tr>
<tr>
<td>6</td>
<td>0.50</td>
</tr>
<tr>
<td>7</td>
<td>0.51</td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>0.51</td>
</tr>
<tr>
<td>10</td>
<td>0.48</td>
</tr>
<tr>
<td>11</td>
<td>0.50</td>
</tr>
<tr>
<td>12</td>
<td>0.53</td>
</tr>
<tr>
<td>13</td>
<td>0.52</td>
</tr>
<tr>
<td>14</td>
<td>0.50</td>
</tr>
<tr>
<td>15</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 4 ANTM Classification

4.4 Best Model Selection
In this study, the author selects the best model based on the minimum criteria of Accuracy above 51% and R2 Score above 71%, which indicates the model shows stock performance moves relatively in line with the index. The author's criteria are based on [33]
opinion. [33] argues that the R2 Score with a value of 70% or less generally indicates that it does not follow the movement of the index. So statistically, the best LSTM model before the COVID-19 pandemic was in iteration IV. Meanwhile, the best LSTM model during the COVID-19 pandemic was in iteration XIII. However, the selection of the suitable model depends on the taste and trading style of the trader.

In addition to using the R2 Score or Accuracy reference, traders can use other evaluation models as a reference in determining risk criteria. AUC Score can be used as a reference that shows the probability of randomness. MAPE, MAE and RMSE refer to the error of the actual value compared to the predicted value. Precision as a reference for the accuracy of the model predicting uptrend issuers, recall as a comparison of the uptrend ratio with positive overall predictions to describe the level of sensitivity, and F1 Score as a reference for the harmonic mean between precision and recall.

Based on the study results in table 4, the decision-making technique model using LSTM has the best accuracy rate of 58%. This result means that this model has a 42% error risk rate that must be appropriately managed. Accuracy in trading is essential but not everything. Even a model with high accuracy will still be a problem if it has an accuracy rate of up to 99% but loses everything in a 1% trading error.

Traders must understand their risk criteria trading model and its limitations. For example, the model in this study does not provide technical information on price movement analysis, candlesticks or is used to predict more than one day in the long term. Thus, it can be understood that the manufacturing technique using LSTM can provide sufficient decision-making information to a certain extent, especially when compared to baseless speculation such as "gambling". Traders must be aware that speculating in the stock market can be fun or even profitable if traders win but very risky.

No professional trader has a 100% or perfect accuracy record. In an interview, Steven Cohen, a top American trader who is also known as one of the top 10 world-famous traders of all time, explained that he only has 63% accuracy on his best trades, and most traders only have an accuracy of 50% to 55%. That is why Steven Coven recommends managing the most negligible possible losses from each trade and becoming a winner with more significant gains. For success, traders need discipline and implement strategies provided that the rules place the right opportunities through a thorough process, consideration of safety from losses, and adequate returns. So that it can be concluded, the use of the LSTM method can be used as a technique for making buying and selling decisions for daily traders, especially if it is maximized with the right combination of strategies such as technical analysis, stop loss, financial management, emotions, risks, etc.

5 Conclusions
Based on the research that has been done, the following conclusions can be drawn:

a) The LSTM model can predict stock prices well using historical stock prices as the sole predictor.

b) The LSTM model can be used as a trading decision-making technique for day traders.

c) The risk of stock prediction using the LSTM method in 2019 before the COVID pandemic was proven to be lower than in 2020 during the COVID pandemic.

For further research, researchers can conduct more in-depth research on the risk criteria for making trading decisions as an essential reference that can be used to select the LSTM model.
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